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Neural Network



Convolution



Parameters
Relu as  activation for all layers 
Softmax for output layer 
Normalisation across rows 
Epsylion - 0.000001
metrics - accuracy



Data 



Bacteria samples
126 collumns with bacteria abduance



Dense
Best results:
No normalisation, no epsylion, 2 dropouts 0.25, learning rate - 0.0001



Convolution
Best results: 
Normalisation, epsylion, dropout 0.25, learning rate - 0.0001



KEGG path
samples
222 Columns with KEGG paths abduance



Shallow
Best results: 
No Normalisation, no epsylion, dropout 0, learning rate - 0.0005



Convolution
Best results: 
Normalisation, no epsylion, dropout 0, learning rate - 0.0001



Orthology
Samples
6298 columns with orthology abduance



Convolution
Best results: 
Normalisation, no epsylion, dropout 0.35, learning rate - 0.0001



True vs Predicted
For CNN Ortology samples 



Prediction probability
For CNN Ortology samples 



Conclusions
Normalisation worked better for convolution but it worsened the results for dense
networks
Vectorized class (y) input helped results
Not much difference between using and not using epsylion
General problem is lack of samples (only 125)
Accuracy of 0.6 seemed to be a threshold 
Common problem was overfitting
Best CNN was for orthology samples
Is relu good activation function ? 


